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The dynamics of a many-body system coupled to an external environment represents a fundamentally
important problem. To this class of open quantum systems pertains the study of energy transport and dissipa-
tion, dephasing, quantum measurement and quantum information theory, phase transitions driven by dissipative
effects, etc. Here, we discuss in detail an extension of time-dependent current-density-functional theory (TD-
CDFT), we named stochastic TDCDFT [Phys. Rev. Lett. 98, 226403 (2007)], which allows the description of
such problems from a microscopic point of view. We discuss the assumptions of the theory, its relation to a
density-matrix formalism, and the limitations of the latter in the present context. In addition, we describe a
numerically convenient way to solve the corresponding equations of motion and apply this theory to the
dynamics of a one-dimensional gas of excited bosons confined in a harmonic potential and in contact with an

external bath.
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I. INTRODUCTION

Density functional theory (DFT) (Refs. 1 and 2) has found
widespread application in different fields ranging from ma-
terials science to biophysics. Its original formulation dealt
with the ground-state properties of many-particle systems,
but since then it has been extended to the time domain,>™
giving access to relevant information about the nonequilib-
rium properties of many-body systems.® According to which
variable is employed as the basic physical quantity of inter-
est, namely, the density or the current density, these dynami-
cal extensions are named time-dependent density functional
theory (TDDFT) (Ref. 3) or time-dependent current-density-
functional theory (TDCDFT).*> The successes of these theo-
ries are impressive and are mainly due to their conceptual
and practical simplicity which allows the mapping of the
original interacting many-body problem into an effective
single-particle problem. From a computational point of view
this represents a major simplification compared to other,
equally valid, but computationally more demanding many-
body techniques.

Nevertheless, one needs to recognize that in its present
form DFT can only deal with systems evolving under Hamil-
tonian dynamics. This leaves out a large class of physical
problems related to the interaction of a quantum system with
one or several external environments, namely, the study of
the dynamics of open quantum systems.””” Examples of such
problems include energy transport driven by a bath (e.g.,
thermoelectric effects), decoherence, phase transitions driven
by dissipative effects, quantum information and quantum
measurement theory, etc. The study of these problems from a
microscopic point of view would give unprecedented insight
into the dynamics of open quantum systems.

The present authors have recently extended DFT to the
study of the dynamics of open quantum systems by proving
that, given an initial condition and a set of operators that
describe the system-bath interaction, there is a one-to-one
correspondence between the ensemble-averaged current den-
sity and the external vector potential.!” This theory has been
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named stochastic time-dependent current-density-functional
theory (S-TDCDFT).!0 Its starting point is a stochastic
Schrodinger equation (SSE) (Ref. 7) which describes the
time evolution of the state vector in the presence of a set of
baths, which introduce stochasticity in the system dynamics
at the Markovian-approximation level, or if the baths’ opera-
tors depend locally on time, it represents a form of non-
Markovian dynamics, whereby the interaction of the baths
with the system changes in time, but it carries information
only at the time at which the state vector is evaluated and not
on its past dynamics [see Eq. (2)]. A practical application of
S-TDCDFT to the decay of excited He and its connection
with quantum measurement theory can be found in Ref. 11.

If the Hamiltonian of the system does not depend on mi-
croscopic degrees of freedom, such as the density or the
current density, the SSE is the stochastic unraveling of a
quantum master equation for the density matrix.”!> One
could thus argue that an equation of motion for the many-
body density matrix is an equally valid starting point for a
functional theory of open quantum systems.'> Unfortunately,
this is not the case for several reasons. These are mainly
related to the lack of a closed equation of motion for the
density matrix when the Hamiltonian of the system depends
on microscopic degrees of freedom and the possible lack of
positivity of the density matrix when the Hamiltonian and/or
bath operators are time dependent: the Kohn-Sham (KS)
Hamiltonian is, by construction, always time dependent in
TDDFT. As we will discuss in this paper, these fundamental
drawbacks do not pertain to the solution of the SSE, making
it a solid starting point to develop a stochastic version of
DFT.

The paper is organized as follows. In Sec. II we introduce
the basic notation of stochastic processes and equations of
motion. In Sec. IIT we discuss S-TDCDFT and in Sec. IV we
make a connection with a density-matrix approach, showing
the limitations of the latter in the present DFT context. In
Sec. V we describe numerically convenient ways to solve the
equations of motion of S-TDCDFT, and in Sec. VI we apply
this theory to the time evolution of a gas of excited bosons
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confined in a harmonic potential, interacting at a mean-field
level and coupled to an external time-independent environ-
ment. We finally report our conclusions and plans for future
directions in Sec. VII.

II. BASIC NOTATION

Let us consider a quantum-mechanical system of N inter-
acting particles of charge e subject to an external determin-
istic perturbation. The Hamiltonian of this system is

N
E M S Ul - (1)
i#j

where A, (r,1) is the external vector potential and U, (r)
describes the particle-particle interaction potential. We work
here in a gauge in which the scalar potential is set to vanish
identically.

Let us assume that this quantum-mechanical system is
coupled, via given many-body operators, to one or many
external environments that can exchange energy and momen-
tum with the system. If we assume that the dynamics of each
environment is described by a series of independent memo-
ryless processes, the dynamics of the system is governed by
the stochastic Schrodinger equation’ (A=1 throughout the

paper),

ANV (0) = i) -5 0,0 0)
+ 2 LV, P(2), (2)

where Ua and Va describe the coupling of the system with
the ath environment. We will see below that if we impose
that the state vector has an ensemble-averaged norm equal to
one, then U, = \A/L‘A/a [Eq. (16)], which provides an intuitive
interpretation of these two operators in terms of dissipation
and fluctuations, respectively, when the system is close to
equilibrium [see discussion following Eq. (16)].

One can postulate that such stochastic equation governs
the dynamics of our open quantum system,'? or, if the Hamil-
tonian is not stochastic (i.e., it does not depend on micro-
scopic degrees of freedom such as the density or current
density), SSE (2) can be justified a posteriori by proving that
it gives the correct time evolution of the many-particle den-
sity matrix, namely, it is the unraveling of a quantum master
equation for the density matrix (see also Sec. IV).” Better
yet, one can derive SSE (2) from first principles using, e.g.,
the Feshbach projection-operator method to trace out [from
the total Hamiltonian: system plus environment(s) and their
mutual interaction] the degrees of freedom of the environ-
ment(s) with the assumption that the energy levels of the
latter form a dense set.!'* In this way, one can, in fact, derive
an equation of motion more general than SSE (2) which is
valid also for environments that do not fulfill the memoryless
approximation. In the memoryless approximation the equa-
tion of motion reduces to SSE (2).!4

Here we do not restrict the theory to time-independent U «
and \A/a operators, but we assume that the dynamics of these

PHYSICAL REVIEW B 78, 165105 (2008)

operators is not affected by the presence of the quantum-
mechanical system, i.e., we neglect possible feedback of the
quantum-mechanical system on the external environments.

Moreover, we assume that f/a and Ua admit a power expan-
sion in time at any time."> For instance, a sudden switch of
the system-bath coupling cannot be treated in our formalism.

Finally we admit that 0a and \7a may vary in space. In the
following the time and spatial arguments of U, and V, are
suppressed to simplify the notation.

We choose {Ua} to be Hermitian operators. Indeed, any
anti-Hermitian part of the U, operators is effectively an ex-
ternal nondissipative potential that can be included in the
Hamiltonian and then via a gauge transformation in the vec-
tor potential. In Eq. (2), {l,(¢)} are a set of Markovian sto-
chastic processes,

1,(1) =0, 3)

L()lg(t") = 84 ot = 1), (4)

where the symbol -+ indicates the stochastic average over
an ensemble of identical systems evolving according to the
stochastic Schrodinger equation [Eq. (2)].

A. Ito calculus

Clearly, Eq. (2) does not follow the “standard” rules of
calculus. Indeed, since |W(z)) is a stochastic function of time
its time derivative is not defined at any instant of time,

namely, the stochastic terms, [,(f)V, and the Markov ap-
proximation [Eq. (4)], make this equation nontractable with
the standard calculus techniques.® In particular, one has to
assign a meaning to quantities like

ff(t')la(t')dt’Eff(t’)dWa(t’), )
0 0

where f(r) is a test function and W,(7) is a Wiener process
such that’

W, (1) = f Lo(t")d1". (6)
0

From the statistical properties of the process [,(f) given in
Eq. (4) we have also
Wa(t) = O»

W (1) = Wu(t') =]t - '[N, 1),  (7)

where N(0,1) is a Gaussian probability distribution with
vanishing mean and unitary variance. Finally, in considering
infinitesimal random processes dW,, from Eq. (7) we have

dW (1) = 0. (8)

These relations fully define all the stochastic processes we
will use in this work.

There are many different ways to assign a physical and
mathematical interpretation to Eq. (5). In this paper we use
the 1t6 calculus,®
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0-1

f f(t’)dWa(t’):Qlim D fE)Wolti) = W), (9)
0 —% =1

where {1;} is a series of time steps such that ;=0 and 7,=t.
For instance, another possible choice is (Stratonovich)

' 0-1
f Fnaw = tim 3, LI Gy 5y o
0

0= j=] 2
(10)

In standard calculus, one can prove that the right-hand sides
(rhss) of Egs. (9) and (10) are identical. However, this is not
true if W, describes a stochastic process: Egs. (9) and (10)
bear different physical interpretations, and it is then not sur-
prising that they do not coincide.

The Wiener process W, describes the dynamics of the
fluctuations due to the environment and defines the coupling
between these fluctuations and the system. In considering the
cumulative effect of these fluctuations on the system we have
(at least) two possible choices. On the one hand, we may
assume that the only knowledge [embodied by the function
f(2) in Egs. (9) and (10)] on the system we have access to is
that at times preceding the instant at which a fluctuation
takes place, thus leading to Eq. (9). Alternatively, we can
assume that the response of the system is determined by its
properties “in between” the states before and after the fluc-
tuation has occurred and thus Eq. (10) follows. This second
interpretation is correct only if the fluctuations of the envi-
ronment are “regular,” i.e., if the rhs of Eq. (4) is replaced by
a regular function of r—#'. We will, however, restrict our-
selves to the case in which Eq. (4) is valid. This has some
mathematical advantages, and it is always possible to trans-
form the results from one formalism to the other by a simple
mapping.’

B. Stochastic Schrodinger equation

Once we have defined the rules of integration with respect
to the Wiener process, SSE (2) has to be interpreted as

~ 1 N ~
d|w) = _int_Ez U di+ 2V, dW, |[W), (11)

which is an infinitesimal difference equation.'® It is impor-
tant to bear in mind that if the Itd approach is used, few of
the rules of the standard calculus have to be modified. The
most important and relevant for our following discussion is
the rule of product differentiation or chain rule.®'7 Indeed,
we have that if ¥ and ® are two states evolving according to
SSE (2), then

d(VP) =WdD + (dV)DP + dVdD. (12)

When Eq. (11) is used to express Eq. (12) in terms of the
Hamiltonian, the following simple rules of calculus must be
kept in mind:"”

dtdt=0, dtdW,=0, dW,dWg=35,zdt.  (13)

These relations, which we assume here valid without further
discussion, can be proved exactly in the It6 approach to sto-
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chastic calculus.®!7 The first two mean that terms of order
higher than dr are neglected [from Eq. (7) we see that dW,
~\dt], while the third ensures that the different environ-
ments act independently on the dynamics of the quantum-
mechanical system.

Equations (12) and (13) will be used as basic rules of
calculus throughout this paper. To simplify the notation, in
the following we will consider only one environment. The
generalization to many independent environments is straight-
forward.

Having set the mathematical rules, we can now derive the
equations of motion for the particle density and current den-
sity. These equations of motion will be our starting point to
develop stochastic TDCDFT. By using It6 formula [Eq. (12)]
we immediately obtain the equation of motion for the many-
particle density (this is a function of N coordinates, including
spin),

AW =[i((V )Y = iV (HY) = VO + (W V) (V) Ldr
+ (W VYW + T (V) JdW. (14)

By integrating over all degrees of freedom of all particles,
taking the ensemble average of the result, and making use of
the properties of the stochastic process dW, we obtain the

equation of motion for the ensemble-averaged total norm, N,
dN
—=(V'V-0), (15)
dt

where the symbol (A) indicates the standard quantum-
mechanical expectation value of the operator A. From Eq.

(15) we immediately see that if we assume Viv=U we ob-
tain that the state vector has an ensemble-averaged constant
norm. In the following, we are then going to assume that

Viv=0. (16)
This relation is reminiscent of the “fluctuation-dissipation

theorem” which relates the dissipation that drives the system

toward an equilibrium state [the terms %Eaf]adt in Eq. (11)]
with the fluctuations induced by the external environment

(the terms = ,V,dW,, in the same equation) and which drives
the system out of equilibrium. Here, however, this relation is
not limited to a system close to equilibrium but it pertains
also to systems far from equilibrium.

Using Eq. (16), Egs. (11) and (14) simplify to (for one
environment)

d|¥) = | - iH|W) - —VV|W) |dr + V|®)aW  (17)

l PSS
2
and
AW = [i{(VH)Y - iV (HY) - U VTV
+ (T VHVEdr + (W VY + W (V) ]dW,
(18)

respectively. Starting from Egs. (17) and (18) we can obtain
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D1, |\p1> D2, |\IJZ> P, |\IJM>
T - e
H, Hy Hy

FIG. 1. (Color online) If the Hamiltonian depends on micro-
scopic degrees of freedom such as the particle or current density, it
is different for each element of the statistical ensemble represented
by the probabilities p; that the system is found in the state vector
|W;) of M accessible states. A stochastic Hamiltonian precludes the
derivation of a closed equation of motion for the density matrix [see
discussion following Eq. (21)].

the equation of motion for the expectation value of any ob-
servable A,

d(A) = (@OV)A[W) + (WIA]W)) + (WA P))
= <— i[A,H] - %(VT\A/A +AVIV -2 ATA{/)>dt+ (VA
+AVYAW. (19)

The equation of motion for the ensemble-averaged expecta-
tion value is obtained immediately from Eq. (19),

o) =~ KA. A - S(VVA) + A0y 2747

(20)

—— i([A,H]) - %«W% +AVIV) = 2VIADY),
(21)

where we have used dW=0.
In the last step we have also assumed that ([A.H))

=([Z ,HY). This relation is valid only if # does not depend on
any stochastic field, i.e., it is not a stochastic Hamiltonian
which is different for the different elements of the statistical
ensemble (see Fig. 1). If, for example, the particle-particle
interaction in H is treated in the Hartree approximation, then
the last step in Eq. (21) is not justified, and the equation of
motion for the expectation value of any operator A will not
be given by Eq. (21) but by the more complex Eq. (20).

C. Quantum master equation

For the simpler case in which the Hamiltonian is not sto-
chastic one can easily obtain a closed equation of motion for
the density matrix from the SSE. Quite generally we define

P = W OXT W] = 2 pi0] W))W i(0)

. (22)

where |W,(7)) is a pure state vector in the Hilbert space of the
system occurring in the ensemble with probability p;(¢), with
2pt)=1. Definition (22) is valid when the initial state of
the system is pure. If the initial state of the system is mixed
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with macrostate {| W), pg}, then definition (22) of statistical
operator must include an extra summation,

() = 2 pa[w (1)) (P (1)

; (23)

where |W"(1))={|W(r))} is the ensemble of state vectors
corresponding to the initial condition |W}). Equation (23)
reduces to Eq. (22) for a pure initial state {pS}:{l ,0,...,0}.

Using definition (23) of density matrix we can define the

ensemble average of any observable A as
(A) = Tr{p(nA}. (24)

By using Eq. (21) which is valid for any observable, the
many-particle density-matrix operator follows the equation
of motion,

A 1 AL A Ay A A AL
dp=ilp.H]- E(VTVﬁ +pVIV-2VpV'), (25)

which is the well-known quantum master equation (or Lind-
blad equation'® if all operators, including the Hamiltonian,
do not depend on time).®° In Appendix Al we detail the
calculations to obtain this equation from Eq. (19) when the
Hamiltonian does not depend on microscopic degrees of
freedom. Let us point out that, since the density matrix is not
an observable, its equation of motion differs from that for an
observable. In Eq. (25), this is seen both in the sign of the
commutator with the Hamiltonian and in the different order

of the operator V, with V' at the outmost right of the last
term of the equation.

We stress once more that, in order to derive this quantum
master equation, we have assumed that the Hamiltonian does
not depend on any stochastic field. Otherwise, our starting
point would have been Eq. (20) and no closed equation of
motion for the density matrix could have been obtained.

Note that this is true even if the system does not interact
with an external environment but its state is mixed. A sto-
chastic Hamiltonian prevents us from writing a closed equa-
tion of motion for the density matrix, while SSE (17) con-
tains this case quite naturally: one simply evolves the system
dynamics over the ensemble of stochastic Hamiltonians and
then averages the resulting dynamics. This point is particu-
larly relevant in DFT where the KS Hamiltonian does de-
pend on microscopic degrees of freedom and it is thus gen-
erally stochastic.!”

There is another important reason for not using the quan-
tum master equation [Eq. (25)] in a DFT approach. In fact, it
is only when the Hamiltonian of the system and the bath
operators are time independent that one can prove that the
density-matrix solution of Eq. (25) fulfills the usual require-
ments of a “good” statistical operator, i.e., that at any in-
stance of time its trace is conserved, the operator is Hermit-
ian, and that it remains a definite-positive operator, namely,
for any state ® in the Hilbert space,

(D[p(r)|P) = 0. (26)

The reason for these restrictions is because a dynamical
semigroup (in the exact mathematical sense) can only be
defined for time-independent Hamiltonians.'8-2! It is impor-
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tant to realize that an approach based on SSE (17) does not
suffer from this drawback: density matrix (23) constructed
from the SSE is by definition positive at any time.

All of this points once more to the fact that Eq. (25) is not
a good starting point to build a stochastic version of DFT. We
will expand a bit more on these issues in Sec. IV. In Sec. VI
we will provide an explicit example that shows that Eq. (25)
leads to the wrong dynamics in the presence of interactions
among particles.

D. Continuity equation

We can use the general result [Eq. (20)] to derive the
equation of motion for the ensemble-averaged particle den-
sity. Let us define the ensemble-averaged density,

n(r,1) = (i(r,1)) (27)
and current density,
J(rn) = ((r,0), (28)
where the current operator is defined as
A 1 o
jrn =2 {6tr=7).0) 29)
with
Ai + Aex Ai’t
5,= it eAeii?) (30)
m

as the velocity operator of particle i and the symbol {A B}
(AB+BA) is the anticommutator of any two operators A
and B, and the density operator is defined as usual by

ilr)= 2 8(r= 7). (31)

From Eq. (20) we then get

an(r,1)

=V j(rt
Py Jj(r.1)

+ E<2V‘ﬁ(r,t)V— ViVi(r,t) = i(r,)) VIV).

(32)

The last term on the right-hand side of Eq. (32) is identically
zero for bath operators that are local in space,?? namely,

@VIA(r )V = ViVi(r,0 - a(0VV) =0, (33)

Most transport theories satisfy this requirement since the
action that a true bath does on the system is derived from
microscopic mechanisms (e.g., inelastic processes) which are
generally local.?? If this was not the case, then this term
would represent instantaneous transfer of charge between
disconnected—and possibly macroscopically far away—
regions of the system without the need of mechanical mo-
tion, represented by the first term on the right-hand side of
Eq. (32). This instantaneous “action at a distance” is remi-
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niscent of the postulate of wave-packet reduction whereby
the system may change its state in a nonunitary way upon
measurement.

Here, it is the result of the memoryless approximation that
underlies the stochastic Schrodinger equation [Eq. (17)]. By
assuming that the bath correlation times are much shorter
than the times associated with the dynamics of the system (in
fact, in the Markovian approximation these correlation times
are assumed zero), we have lost information on the micro-
scopic interaction mechanisms at time scales on the order of
the correlation times of the bath. In other words, we have
coarse grained the time evolution of our system, and we are
therefore unable to follow its dynamics on time scales
smaller than this time resolution.?® In the following, we will
assume that condition (33) is identically satisfied or, if it is
not, at any given time, given a physical ensemble-averaged
current density, a unique solution for the ensemble-averaged
density can be found from Eq. (32).

E. Equation of motion for the current density

Similarly, we can derive the equation of motion for the
ensemble-averaged current density,'?

n(r,t )r?Aext(r _jrn
m

d,j(r.1) = X[V X Aeglr,1)]

<f(r 1)

+(G(r,1), (34)

where we have defined*

A A A 1. PP NN
G(r,n=V'j(r,nv- Ej(r,r)VTV— EVTVj(r,r),

Frt) == 2, 8r—#)V,Upn(Fi -

i#j

F)+mV - a(rt) (35)

with the stress tensor &(r,f) given by

G,i(r,0) = 2 {0:,{6,, 8(r = 7} (36)

The first two terms on the rhs of Eq. (34) describe the effect
of the applied electromagnetic field on the dynamics of the
many-particle system; the third is due to particle-particle in-
teractions while the last one is the “force” density exerted by
the bath on the system. This last term is responsible for the
momentum transfer between the quantum-mechanical system
and the environment.

III. STOCHASTIC TIME-DEPENDENT CURRENT-
DENSITY-FUNCTIONAL THEORY

Having discussed the physical and mathematical require-
ments for the problem we are interested in, we can now state
the following theorem of stochastic time-dependent
current-DFT. !0

Theorem. Consider a many-particle system described by
the dynamics in Eq. (2) with the many-body Hamiltonian
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given by Eq. (1). Let n(r,t) and j(r,7) be the ensemble-
averaged single-particle density and current density, respec-
tively, with dynamics determined by the external vector po-

tential A, (r,7) and bath operators {V,}. Under reasonable
physical assumptions, given an initial condition |W,) and the

bath operators {V,}, another external potential Al (r,1)
which gives the same ensemble-averaged single-particle and
current density must necessarily coincide, up to a gauge
transformation, with A.,(r,7).

The details of the proof of this theorem can be found in
Ref. 10. Here, we just mention that the initial condition
needs not be a pure state for the theorem to be valid but may
include also the case of mixed initial states. The general idea
of the proof, following similar ones proposed by van
Leeuwen® and Vignale,? is to show that the external poten-
tial A.,, is completely determined via a power-series expan-
sion in time, by A.,;, the ensemble-averaged current density,
the initial condition, and the bath operators. In the proof of
the theorem we have to assume that the ensemble-averaged
expectation value of any observable of interest (in particular,
the current and particle densities) can be developed in time
series around the initial time. The same assumption has to be
made on the force densities (G) and (F), as well as on any
vector potential that enters the equation of motion for the
density. While these assumptions are physically reasonable
for the ensemble-averaged quantities they are not valid for
the nonaveraged expectation values of the same observables.
This prevents us from proving a DFT theorem for any single
element of the statistical ensemble, which would represent a
stronger result than the one we have reported.

Another assumption that is fundamental in our approach
(and we have already discussed; see the end of Sec. II D) is
that the equation of motion for the particle density [Eq. (32)]
uniquely determines the average particle density in terms of
the average current density. For this point, it is important to
notice that the second term in the rhs of Eq. (32) is of second
order in the coupling between the system and the environ-
ment. Usually to derive either the SSE or the master equation
for the density matrix, this coupling is assumed small,'* then
the deviation from the usual continuity equation is quadrati-
cally small with respect the coupling parameter. In general,
we can either assume that Eq. (32) uniquely determines the
ensemble-averaged  single-particle density once the
ensemble-averaged current density is known or assume that
the vector potential A, gives the same ensemble-averaged
single-particle density of A.,, at each instance of time.

A lemma of the theorem states that any ensemble-
averaged current density that is interacting A representable is
also noninteracting A representable. (A current density is A
representable if and only if it can be generated by the appli-
cation of an external potential A.) This implies that if an
ensemble-averaged current density can be generated in an
interacting system by a given vector potential, then it exists a
noninteracting system (the KS system) in which we can ob-
tain the same current density by applying another suitable
vector potential, we will call from now on Ag.

This is opposed to the general result that an interacting
V-representable current density (namely, one that is gener-
ated by a scalar potential V) is not necessarily noninteracting
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V representable.”’ In particular, it has been shown that the
mapping between the current density and the scalar potential
is not invertible.”’” This result shows that time-dependent
DFT does not necessarily provide the exact current density
even if the exact exchange-correlation potential is known
(albeit it provides the exact total current for a finite and
closed system?®). With some hindsight this is not surprising
since there is clearly no one-to-one correspondence between
a scalar and a vector.

A. Stochastic Kohn-Sham equations

Let us now assume that we know exactly the vector po-
tential A that generates the exact current density in the
noninteracting system. By construction, the system follows
the dynamics induced by the SSE (for a single bath opera-
tor),

P Y .
d|Wgs) = _lHKS_E V|[Wgs)dt + V[Wgs)dW, (37)

where |Wgs) is a Slater determinant of single-particle wave
functions and

% [p:+ eAe(r;, )T

I:IKS =
i=1 2m

(38)
is the Hamiltonian of noninteracting particles.

Note that for a general bath operator acting on many-body
wave functions one cannot reduce Eq. (37) to a set of inde-
pendent single-particle equations. The reason is that our
theorem guarantees that one can decouple the quantum cor-
relations due to the direct interaction among particles, but
one cannot generally decouple the statistical correlations in-
duced by the presence of the environment. These affect the
population of the single-particle states of the quantum-
mechanical system, while the quantum correlations are taken
into account to all orders by the external potential A acting
on the KS system. In Sec. V C we discuss an ansatz to de-
couple Eq. (37) into a set of single-particle equations.?”

B. Initial conditions

The initial condition for the time evolution of the KS
system has to be chosen such that the ensemble-averaged
particle and current densities coincide with those of the
many-body interacting system. Again, it is important to
stress that in going from the interacting system to its nonin-
teracting doppelginger, the bath operator is not modified. On

the other hand, the bath operator 1% generally induces transi-
tions between many-body states of the interacting Hamil-
tonian (1). Therefore, when represented in the noninteracting
basis of the KS Hamiltonian it may connect many different
single-particle KS states. It has been argued that this way the
KS system will never reach a stationary state even if the
coupling with the environment is purely dissipative.'® It
would be thus tempting to modify the bath operator to force
the KS system into an equilibrium with the external
environment.'? This procedure, however, breaks the theorem
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we have proved and contains approximations of unknown
physical meaning.

In reality, if the true many-body system reaches equilib-
rium with the environment, then the ensemble-average cur-
rent and particle density would attain a stationary limit.
Since these are the only two physical quantities that the KS
system needs to reproduce, the question of whether the latter
is in equilibrium with the environment or not has no physical
relevance.

C. Exchange-correlation vector potential

The vector potential A (r,7) acting on the KS system is
generally written as the sum of two contributions,

Aeff(r’ t) = Aext(r’ t) + Ah—xc(r’ t) > (39)

where A (r,1) is the vector potential applied to the true
many-body system and A, (r,f) is the vector potential
whose scope is to mimic the correct dynamics of the
ensemble-averaged current density. From the theorem we
have proven, A,,_.(r,t) is a functional of the average current
density j(r,t"), for t' =<t (namely, it is history dependent), the
initial condition, and the bath operator V.10

A common expression would isolate from A,_,.(r,?) the
Hartree interaction contribution from the “rest” due to the
particle exchange and correlation, namely, one makes the
ansatz

Ah—xc(r’ t) =Ah(ra t) +Axc(ra [), (40)

where A, (r,1) is the Hartree contribution to the vector poten-
tial (¢, is the initial time),

t ! !
1

A,,(r,t)zf dt’VJ dr'”(r—,). (41)
10 r=7r'|

The other contribution, A,.(r,?) is again a functional of the
average current density j(r,t'), for ' <¢, the initial condi-

tion, and the bath operator V,!0

AXC(r’t):AXC[j > ' > (42’)

In the present case, however, particular care needs to be
applied to the above ansatz. We have written the Hartree
contribution in terms of the ensemble-averaged density. This
choice, however, requires that the exchange-correlation vec-
tor potential included also the statistical correlations of the
direct Coulomb interaction at different points in space. These
correlations may be very large and possibly much larger than
the Coulomb interaction between the average densities. The
ambiguity here, compared to the pure-state case, is because
in a mixed state, quite generally the ensemble average of the
direct Coulomb interaction energy contains statistical corre-
lations between densities at different points in space, namely,

f Jd A)G(r)) J fd A Gir))alr'))
r—r | r—r |

(43)
In actual calculations, one would instead use the form of the
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Hartree potential in terms of the density per element of the
ensemble. This choice makes the KS Hamiltonian (38) sto-
chastic, and therefore, as discussed in Sec. II, no closed
equation of motion for the many-particle KS density matrix
can be obtained.

Finally, in view of the fact that one can derive a Markov-
ian dynamics only on the basis of a weak interaction with the
environment,”® as a first approximation, one may neglect the
dependence of the exchange-correlation vector potential on
the bath operator and use the standard functionals of TDDFT
and TDCDFT.>° [Like the Hartree term, these functionals
would also contribute to the stochasticity of the KS Hamil-
tonian (38).] This seems quite reasonable, but only compari-
son with experiments and the analysis of specific cases can
eventually support it. We thus believe that more work in this
direction will be necessary.

IV. CONNECTION WITH A DENSITY-MATRIX
APPROACH

From the KS many-body states | W), solutions of the KS
[Eq. (37)] occurring with weight p,(t) [Z,p,(t)=1] in the en-
semble, we can construct the many-particle KS density ma-
trix [from Eq. (22)],

[PiesOXTs(0)] = 2 D[ Vies 0N Pis (0]

prs(t) =

(44)

This density matrix is, by construction, always positive defi-
nite despite the fact that the KS Hamiltonian and possibly the

1% operator are time dependent. Since in general the bath
operator acts on many-particle states, this many-particle KS
density matrix cannot be reduced to a set of single-particle
density matrices (again, see Sec. V C for an ansatz suggested
in Ref. 29 to simplify the calculations).

We note first that, in principle, if we knew the exact func-
tional A,_.. as a functional of the averaged current density,
then the KS Hamiltonian (38) would not be stochastic and
we could derive the equation of motion of the many-particle
KS density matrix (44). This equation of motion would be
Eq. (25) with H replaced by Hs.

It is important to point out, however, that it is only when
we start from the stochastic KS [Eq. (37)] to construct den-
sity matrix (44) that we guaranteed that the solution of Eq.
(25) for the KS density matrix maintains positivity at any
time. The reverse is not necessarily true: equation of motion
(25) for the KS density matrix may, for an arbitrary bath

operator V or initial conditions, provide nonphysical solu-
tions. In other words, Eq. (25) admits more solutions than
physically allowed, while the SSE always provides a physi-
cal state of the system dynamics.

We also stress once more that any approximation to A;,_,.,
which tries to recover both the quantum correlations and the
statistical correlations introduced by the coupling with the
environment, will almost certainly make the KS Hamiltonian
stochastic,®® namely, one Hamiltonian for each element of
the ensemble, again making the density-matrix formalism of
limited value. In fact, by insisting on using Eq. (25) with

165105-7



ROBERTO D’AGOSTA AND MASSIMILIANO DI VENTRA

these approximations would amount to introducing uncon-
trollable approximations in the system dynamics which entail
neglecting important statistical correlations induced by the
bath (see also discussion in Secs. II C and VI).

To see this point explicitly, let us consider the equation of
motion for an arbitrary operator acting on the KS system that

evolves according to Eq. (19) with [A{KS replacing H,
A PN 1 avan  an.a PPN
d(A) = <— i[A,Hgs] - E(VTVA +AV'V-2V'A )>dt
+(VIA + AV)dw. (45)

Now we take the ensemble average of this equation in order
to obtain the equation of motion for the ensemble-averaged
quantities. However, since now Hg is a stochastic Hamil-
tonian, then the ensemble average and the commutator be-

tween A and I:IKS do not commute, i.e., in general we expect
that

[A, Hys]#[A, Hs], (46)

which implies that

d,pxs # il pxs. Hys] = E(w Vs + PrsV'V = 2VpgsV'),
(47)

namely, there is no closed equation of motion for the many-
particle KS density matrix. In fact, the correct procedure is to
evolve the system for every realization of Hamiltonians and
then average over these realizations, which is what a solution
of SSE (37) would provide.

V. NUMERICAL SOLUTION OF THE SSE
A. Finite difference equation

We now discuss practical implementations of SSE (37).
First of all we realize that, in going from the differential Eq.
(37) to a finite difference equation that can be solved on a
computer, one has to bear in mind that dW is on the order of
\dt. Then one has to expand the equation for the finite dif-
ferences and keep terms of second order in dW that corre-
spond to first order in dt.

Here we write down the correct finite difference equation
starting from Eq. (37). In the following we assume that the
state vector Wg is a regular function of time and the Wiener
process W, i.e., we assume that the derivatives

IWys FWys
e ks (48)
IW IWaoWwW
exist and are regular.
Let us define dr=r—t' as a small time interval over which
we integrate the equation of motion for Wig. If we expand in
series the increment dWygg=Wyg(1)—Wks(t') we have

PHYSICAL REVIEW B 78, 165105 (2008)

v av 1 2w
dWys= ——di + ——2dW + ———dWdW + -+
at aw 20WaW

:<9‘I’Ks+l FWxs )dt+ IWys

aw. (49)
gt 2aWaW oW

A direct term-by-term comparison with Eq. (37) tells us that

there is a correspondence between d/JdW and V so that a
finite difference scheme can now be implemented such that
the equation of motion,

v FAG
A\IIKS=< aKS)At+< Ks)AW
t ow

1 1 \
= (— iHKS - EVTV— EVZ)\PKSAt + V‘PKSAW,

(50)

is the correct first-order equation in At. Equation (50) can
now be solved by a variety of different numerical techniques,
and we refer the reader to other work for a discussion of such
methods.®*'~33 The important point is that one evolves these
equations in time for every realization of the stochastic pro-
cess and then averages over the different realizations (in Sec.
VI we give an explicit example of such calculation showing
the convergence of the results with the number of realiza-
tions).

B. Nonlinear SSE

The norm of the state vector solution of SSE (37) is pre-
served on average but not for every realization of the sto-
chastic process.”!° This may slow down the convergence of
the results as a function of the number of realizations of the
stochastic process. It is thus more convenient to solve a non-
linear SSE which gives an equivalent solution as linear SSE
(37). This can be easily done by first calculating the differ-
ential [in the Itd sense (9)] of the square modulus of |Ws),

d|[Ws|* = d((Vgs[Ps))
= (d(Wgs|)|[Wks) + (Vs|(d|Pis)) + (d(Ps|)
X (d|Wgs))
= (Vys| (VI + V)| Pys)dW = 2R|Wyq|Paw, (51)
where we have defined

1 (| (V4 V) [ W)
2 sl

(52)

and make use of the stochastic KS Schrodinger equation [Eq.
(37)]. By using the power expansion,>

[re—— 1
d”‘l'Ks” = d\’H‘PKs”2 = ,=d||‘l'l<s”2
2V||\PKS||2
1
d[PyslPd| Vil + -+, (53)

8([Wis|*)?

we can derive the equation of motion for the state vector
normalized at every realization of the stochastic process,
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[Wis)
[Pgs)=1—, (54)
O s
which is (see also Ref. 12)
U DU A
d|q)KS>: —lHKS—EV V+RV—ER1 |¢)Ks>dt
+(V=RI1)|Dys)dW. (55)

This nonlinear equation of motion, by construction, is
equivalent to the linear SSE (37). The finite-difference equa-
tion for this case is

+(V=RI)DyAW. (56)

C. Single-particle order-N scheme

Due to the presence of the environment, it is still a formi-
dable task to solve the equations of motion of S-TDCDFT
for arbitrary bath operators. In fact, as we have already dis-
cussed, the bath operators generally act on Slater determi-
nants and not on single-particle states. If we have N particles
and retain M single-particle states, this requires the solution
of CN-1 elements of the state vector (with Cy
=M!/N!(M~-N)! and the —1 comes from the normalization
condition). In addition, one has to average over an amount,
call it m, of different realizations of the stochastic process.®
The problem thus scales exponentially with the number of
particles.

However, it was recently suggested in Ref. 29 that for

operators of the type A=Y jA j» sum over single-particle op-
erators (like, e.g., the density or current density), the expec-

tation value of A over a many-particle noninteracting state
with dissipation can be approximated as a sum of single-

particle expectation values of AJ- over an ensemble of N
single-particle systems with specific single-particle dissipa-
tion operators. In particular, the agreement between the exact
many-body calculation and the approximate single-particle
scheme has been found to be excellent for the current
density.?® We refer the reader to Ref. 29 for the numerical
demonstration of this scheme and its analytical justification.
The physical reason behind it is that, due to the coupling
between the system and the environment, highly correlated
states are unlikely to form.

Here, for numerical convenience, we will adopt the same
ansatz which in the present case reads

N
(Wil A[ W) = 21 <¢/ks|f‘§j|¢/ks>, (57)
=

with |ps) as single-particle KS state solutions of
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. h+eA(r, )P 1 s s ,
d|¢]Ks> = {— iw - EVZstp}|¢1KS>dt
+ Vgl des)dW(0). (58)

with Vsp as an operator acting on single-particle states (see
Refs. 11 and 29 and Sec. VI for explicit examples of such
operator).3

For convenience, also in the present case we can normal-
ize the single-particle KS states for every realization of the
stochastic process by defining

¢k
ko

and thus solve the nonlinear SSE,

p+eAd(r,) 1A, A « 1 4
_lbreAatrF 1, }

| Pks) = (59)

15
m 7P SP-i_RJ'VSP_Zle

d| Pis) = {

X|s)dt + (Vo — R;1)| Pes)d W), (60)

where

R - £<¢’ks|(‘7:p+ V)| dks)
T2 ksl

The discretization of these equations is then done similarly to
what we have explained in Sec. V B.

(61)

VI. EXAMPLE: A GAS OF LINEAR HARMONIC
OSCILLATORS

Stochastic-TDCDFT has been applied to the study of the
decay of exited He atoms and its connection to quantum-
measurement theory.'! Its applicability, however, is not lim-
ited to fermions, but it can describe the dynamics of bosons
as well. In this section, we apply it to the analysis of the
dynamics of an interacting one-dimensional (1D) Bose gas
confined in a harmonic potential and coupled to a uniform
external environment that forces the gas toward some steady
state. Since neither the external potential nor the bath is time
dependent, we expect that the density and current density of
the boson gas reach a steady-state configuration when
coupled with the uniform external bath. Finally, we assume
that the bath forces the system toward certain eigenstates of
the instantaneous interacting boson Hamiltonian. The bosons
are interacting via a two-body contact potential, i.e.,
Ujp(x,x")c 8(x—x"). This potential correctly describes the
important case of alkali gases in which the Bose-Einstein
condensation has been experimentally observed.3’-3°

The purpose of this section is to compare the dynamics of
the boson gas obtained from the SSE [Eq. (17)] and the
quantum master equation [Eq. (25)].*° For this reason the
value of the physical parameters (the strengths of the confin-
ing potential, the particle-particle interaction, and the
system-bath coupling) is arbitrary and chosen only for the
sake of this comparison. We will report elsewhere a more
realistic study of the dynamics of this important physical
system. When no interaction between particles is included
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both approaches are clearly equivalent. However, when in-
teractions are included, the Hamiltonian of the system be-
comes stochastic and, as previously discussed, the quantum
master equation does not take into account correctly the sta-
tistical correlations induced by the bath, while the SSE natu-
rally accounts for the stochasticity introduced in the Hamil-
tonian by the interaction potential. In fact, we find that when
both the initial and final states are pure, both approaches
provide the same equilibrium state. However, the corre-
sponding dynamics are different. In particular, the relaxation
time obtained from the evolution of the density matrix is
shorter than the relaxation time obtained from the average
over many realizations of the dynamics obtained from the
SSE.

The differences between the two approaches are even
more striking when we consider the evolution toward a state
that contains at least two major contributions coming from
different states. In this case, also the final steady states ob-
tained from the density matrix and the SSE are different.
These cases exemplify what we have discussed all along: if
one insists on using a closed equation of motion for the
density matrix of type (25) with stochastic Hamiltonians, un-
controlled approximations are introduced which lead to an
incorrect dynamics.

A. Macroscopic occupation of the ground state

We begin with the study of the dynamics of the macro-
scopic occupation of the ground state induced by energy dis-
sipation toward the degrees of freedom of an external bath.
The external bath forces the system to reach a state of zero
temperature or minimal free energy, i.e., the ground state of
the Hamiltonian. One possible form of this bath operator is,
in a basis set that makes the Hamiltonian diagonal at each
instance of time,!!

V= T (62)
0000
where &is a coupling constant with dimensions of the square
root of a frequency [we set 6=V, in what follows, with @,
as the frequency of the harmonic confining potential—see
Eq. (66)]. We do not expect that this operator fulfills Eq. (33)
since in a real-space representation it would allow for the
localization of the particles without an effective current be-
tween two distinct points in space. In this section, however,
we are more interested in the kind of dynamics this operator
generates in our quantum system and the comparison with
the dynamics obtained from the quantum master equation.
We expect, indeed, that the condition [Eq. (33)] is violated
both in the SSE and in the quantum master dynamics.
Operator (62) mimics the energy dissipation in the sys-
tem, with the external bath absorbing the bosons’ excess en-
ergy and cooling down the boson gas. One could argue that
this is the generalization to the many-state system of the bath
considered in Ref. 7. We can thus conclude that the effective
temperature of the bath we consider here is zero.
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The Hamiltonian of the boson system (in second quanti-
zation) when the bath is not present reads

2m dx?

2
I:I= J dxiﬂ(x)(— Ld_ + Vext(x)> lﬂ(x)

+fdde'lﬂ(x)l/fT(x')Uim(x—x’)lﬂ(X')l//(x), (63)

where /(x) destroys a boson at position x, V. (x) is a con-
fining potential, and U, (x—x") is the boson-boson interac-
tion potential. For dilute boson atomic gases the interaction
potential can be substituted with the contact potential, i.e.,

U(x = x") = go(N = Délx —x') =gdx - x'),  (64)

where g, is determined by the scattering length of the boson-
boson collision in the dilute gas and N is the total number of
bosons in the trap, so that |[¢f=1.%

With standard techniques and in the Hartree approxima-
tion, we can go from the equation of motion for the annihi-
lation operators to the equation of motion for the state of the
system W(x,7) when the external bath is not coupled to the
boson gas,

2

10V (x,1) = [— ﬁ% + Vext(x)]‘lf(x,t) + gn(x,)W(x,1),

(65)

where n(x,t)=|W(x,?)|? is the single-particle density of the
boson gas.*!*> Equation (65) (and its generalization to two
and three dimensions) has received a lot of attention since it
correctly describes the dynamics of a Bose-Einstein
condensate.>7-3?

In the following we will focus on the case of a 1D har-
monic confining potential, i.e.,

1
Vo) = Emw(z)xz. (66)

A harmonic confinement is created, e.g., in the magneto-
optical traps used in the experimental realization of the Bose-
Einstein condensation of dilute boson alkali gases.3”*°

When the boson system is coupled to the external envi-
ronment, we assume that the Hamiltonian is not affected by
the coupling and the state of the system W(x,), which is
now stochastic and evolves according to the SSE,

1 & 1
dW(x,t) =- i<— I + Emw(z)xz + g'n(x,t))q/(x,t)dt
1, .
- EVTV\I’(x,t)dt + VW (x,0)dW, (67)

where this equation of motion has to be interpreted in accor-
dance to the discussion of Secs. Il A, II B, V A, and V B. For
numerical convenience, we rescale this equation in terms of
the physical quantities wy, xy=1/\Vmwy, and g=g/x, to arrive
at
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2 0 2
d
al * in(x,;)x())\p(x,z)dt

dV(x,t)=—iwg| - ——+ —
(x.1) le( 2 dx? 2x(2) w

1A a A
-5 VW (x,t)dt + V¥ (x,t)dW. (68)

We begin by considering the case of noninteracting
bosons, i.e., we set g=0. In this case, the Hamiltonian admits
a natural complete basis, the set of Hermite-Gauss wave
functions,

1 2,2
@;(x) = ————=H,(x/xp)e™"*%, (69)
2

where the polynomials {H j} satisfy the recursion relation
Hj+1(x) = ZXHj(X) -H;, (70)

Hy(x)=1, and H,(x)=2x. If we expand the wave function
W(x,1)=2a;(t)¢;(x) and make use of the orthonormality
properties of the Hermite-Gauss wave functions, we obtain
the (stochastic) dynamical equation for the coefficients a;,

I o~n N
dai= E (Huaj+—(VTV)Uaj)dt+dW§, Vijaj, (71)
- 2 ]

J

where H;j=(j+1/2)w,d;; and V is given by Eq. (62).
Together with Eq. (71) we can study the dynamics of the

density matrix via the quantum master equation [Eq. (25)],

which in the same spatial representation as Eq. (71) reads

Ipij=— iE (Hikpkj - pikaj)
k

A ~ 1 .. A 1 Ao A
+ +
+> (Vikpkk’v e EV:'(kak'Pk'j - Epikvkkka’j>-
9%

(72)

The connection between Eqgs. (71) and (72) is established by
the identity p,»j=afa ; valid for any pair of indexes i and j. We
solve Eq. (71) numerically with a fourth-order Runge-Kutta
evolution scheme after we have mapped the dynamics to its
norm-preserving equivalent form (see Sec. V and the discus-
sion therein).!> For consistency we solve the master equa-
tion with a second-order Runge-Kutta evolution scheme (in
fact, with the more refined Heun’s scheme).*?

We report in Fig. 2 the dynamics of the probability of
occupation of the ground state, py=|ay|*= pyo, for various re-
alizations of the stochastic field in Eq. (71), together with the
dynamics obtained from the evolution of density matrix (72).
Here, we have included the first 20 levels of the free Hamil-
tonian, and we have chosen as initial condition a,,(0)=1 and
set the other coefficients to zero.

We have set the mass of the particles to 1 and used a time
step woAr=20/2"=6X 107*. A further decrease in this time
step does not affect the results significantly. From Fig. 2, it is
evident that when we collect a large enough statistics the
results of the SSE and the master equation coincide for the
noninteracting boson case. Already for 50 runs of the SSE
the difference between the two dynamics almost vanishes.**
In the inset of Fig. 2 we report the relative difference be-

PHYSICAL REVIEW B 78, 165105 (2008)

— single run
---10runs

--- 50 runs

0.81 ——100 runs

—— density matrix

0.6

Po

— Ipgm-pSE| s
04 o

0.2

0 5 10 15 20
twg
o Lt . .
0 5 10 15 20
tw,

FIG. 2. (Color online) Noninteracting bosons—occupation
probability of the ground state versus time calculated from the evo-
lution of the state via the SSE averaged over different runs (1, 10,
50, and 100) and via the equation of motion for the density matrix
for the noninteracting boson case. It is evident that with only 50
realizations the agreement between the SSE and the density-matrix
equation is excellent, while the curve obtained averaging over 100
independent realizations is almost indistinguishable from the curve
obtained from the density-matrix equation. In the inset we show the
relative difference between the two dynamics for 100 realizations of
the stochastic process.

tween the occupation numbers of the ground state with the
two dynamics, SSE We see that this difference,

dm_  SSE
po"=po 1/ Po
for 100 runs, is generally lower than 5%, a quite satisfactory
result.

In Fig. 3, we report the density profile for the system at
different instances of time obtained from the SSE. Starting
from a pure state, where the highest energy state is occupied
[panel (c)], the system relaxes toward the ground state. As it

0.5F (a)

o
xX0.3f
So0.2f

01F

tw,=20

03t (b)

<0.21

c
0.1r

tw=5

<01

15 -10 5 0 5 10 15
X/X,

FIG. 3. Noninteracting bosons—plot of the averaged density
profile, n(x) X x,, for various instances of time calculated from the
SSE. The system evolves from the maximum occupation of the
highest excited state [panel (c)] to the maximum occupation of the
ground state. We have averaged over 100 realizations of the sto-
chastic process.
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is clear from panel (a) of Fig. 3 the system, at fw,=20, still
occupies certain high energy states [see, e.g., the tail at x
<0 of panel (a)].

We now turn on the particle-particle interaction U,,. This
corresponds to adding to the free Hamiltonian H,; an inter-
action part, H™, which in the basis representation of the
Gauss-Hermite polynomials reads

H;5t= E F,-!j;k’qa;:aq, (73)
k.q
where Fj ;. , is the fourth-rank tensor defined as
2—(i+j+k+q)/2
I I

',‘;k, = —
SR ey Viljlklg!

X f : dxH,(x) H () H(x)H,(x)e ™. (74)

—o0

A long but straightforward calculation, worked out in full
detail in Ref. 45, brings us to an explicit expression of Fj ;. ,
in terms of Euler gamma functions and a hypergeometric
function.*#¢ For the sake of completeness we report the ex-
pression of this tensor in Appendix A2. It can be shown that
the hypergeometric function reduces to the summation of a
few—at most min(i,j)—terms. In the case of the density-
matrix approach the interaction Hamiltonian is immediately
written as

H:n,l = Fi i qPrq- (75)
kg

In solving the dynamics of the system described either by
SSE (68) or the master equation [Eq. (72)], we have assumed
that at any instance of time the bath operator brings the sys-
tem toward the instantaneous ground state of the interacting
Hamiltonian Hi,j+H;?it. In addition, the interaction potential
(and hence the total Hamiltonian), being defined in terms of
the instantaneous density, is stochastic, namely, it is different
for the different elements of the ensemble. While we take
this into account explicitly in SSE (68), in the master equa-
tion [Eq. (72)] we must plug in the interaction Hamiltonian
averaged over all realizations.

In Fig. 4 we plot the occupation probability p;(1) of the
state j for the first three levels of the free Hamiltonian
[p;(t)=|a;(1)|* from the SSE or p;(r)=p; (1) from the density
matrix]. We have assumed an interaction of strength g/
=5 and a time step wyAr=60/2'" and we have performed
100 independent runs of the SSE. While it is evident that the
system reaches the same steady state according to the two
equations,*’ it is also clear that the state calculated with the
SSE relaxes slower than the state obtained from the density-
matrix equation. This is a spurious effect in the density-
matrix dynamics where the average density defines the inter-
action potential without account of the fluctuations of the
state and hence of the stochastic Hamiltonian.

We have also tested that the steady state reached during
the dynamics is consistent with the theory of the eigenstates
of the Gross-Pitaevskii equation.®*® In particular, the
ground state of the interacting system, when the interaction
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FIG. 4. (Color online) Interacting bosons—occupation probabil-
ity of the first three lowest energy levels of the noninteracting
Hamiltonian versus time calculated via the SSE (black solid lines)
averaged over 100 independent runs and via the equation of motion
for the density matrix (red dashed lines). The time it takes the
system to reach steady state is different for the density-matrix ap-
proach and the SSE, with the former underestimating the relaxation
time. This is due to the inclusion in the master equation of the
average density in the interaction potential, thus neglecting impor-
tant fluctuations that can slow down the relaxation dynamics. In the
inset we compare the equilibrium density (black dashed line) with
the one obtained from the Thomas-Fermi approximation to the
ground state (orange solid line).

is strong, can be obtained by neglecting the kinetic contribu-
tion to the Hamiltonian. In this case, a good approximation
to the ground-state density reads

—12mawix’
W) = E0 o — 1/2m )
8Xo
+terms proportional to 1/g2, (76)

where u, the chemical potential, is determined by the nor-
malization condition and A(x)=0 if x<0 and 6(x)=1 if x
>0.

In the inset of Fig. 4 we plot the density obtained at tw,
=60 from the SSE (black dashed line) and the density ob-
tained from approximation (76) (orange solid line). Notice
that the value of the parameters g and w has been obtained
from the best fit with the numerics: indeed one can show that
approximation (76) is exact in the limit of very large
interaction,>®*® which is not reached in our calculations.

In Fig. 5 we report the value of the ground-state energy of
the interacting Hamiltonian versus time as calculated from
the SSE and the master equation. Again the difference be-
tween the relaxation times calculated from the two dynamics
is evident. In the inset of Fig. 5 we report the energy of the
first-excited state. To calculate these energies, we diagonalize
the interacting Hamiltonian at each time step.

To summarize this section, we have described the dynam-
ics of the relaxation of a confined 1D boson system toward
the ground state induced by a given external bath. The final
state we have obtained is consistent with the eigenstate of the
1D Gross-Pitaevskii equation. Our main result is that, al-
though the SSE and the master equation reach the same final
state, the dynamics described by these equations show im-
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FIG. 5. (Color online) Interacting bosons—time evolution of the
energy of the ground state of the Gross-Pitaevskii Hamiltonian as
calculated from the SSE (black solid line) and master equation (red
dashed line). The final value of the energy is the same, but the
relaxation dynamics is different in the two formalisms with the
master equation considerably underestimating the relaxation time.
In the inset we report the dynamics of the first-excited state of the
Gross-Pitaevskii Hamiltonian obtained from the SSE (black solid
line) and the master equation (red dashed line). To calculate these
energies we diagonalize, at each time step, the total Hamiltonian.

portant differences and physical quantities, such as, e.g., the
relaxation time, differ. In particular, the density-matrix ap-
proach, which at any instant of time employs the average
density to construct the interaction Hamiltonian, underesti-
mates the fluctuations induced by the bath on the stochastic
Hamiltonian. These fluctuations are correctly taken into ac-
count in the SSE.

B. Competition between states

Let us now consider the more common case in which the
environment drives the system toward a mixed steady state.
To simplify the discussion we consider only three single-
particle levels and the bath operator forces the system toward
two different states. We choose, in a basis in which the
Hamiltonian is diagonal, the operator

V= (77)

- o O

1
0
1

S o =

i.e., the operator drives the system, with equal strength, to-
ward the lowest and highest energy levels of the interacting
Hamiltonian. As we will see, the final state is a superposition
of these two states with a significant contribution coming
from the middle level. At first glance this might seem sur-
prising. However, we have to remember that, e.g., in the
quantum master equation, the equilibrium states are deter-
mined by the kernel of the superoperator. This superoperator
contains powers of the operator V, which in turn contains a
finite contribution from the middle level. A similar reasoning
applies to the SSE.

To begin with our analysis of this system, we consider the
noninteracting case g=0, we set as before d=vVw,, and we
start from the fully occupied highest energy level, i.e.,
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FIG. 6. (Color online) Noninteracting bosons—the occupation
probabilities for a three level system calculated via SSE (68) for
noninteracting bosons (g=0). The results obtained via the master
equation for the density matrix are indistinguishable on this scale
from those obtained with the SSE. In the inset we show the differ-
ence between the occupation probabilities of the lowest energy level
calculated from the SSE and the master equation. This difference is
in modulus lower than 5 X 1073 at any instant of time.

a;(0)=1. In Fig. 6 we plot the occupation probabilities for
the three levels calculated via SSE (68). In this case, to re-
duce the stochastic noise even further, we have performed
1000 independent runs of the SSE and used, in both dynam-
ics, wyAr=20/2"*. As we can see from Fig. 6, at steady state
the bath operator forces the system to occupy the lowest and
the highest energy levels with equal probability, while a fi-
nite occupation probability of the middle level appears. This
mixing prevents the system to reach a pure steady state and
some finite correlation between the energy levels, which ap-
pears, for example, in the finite off-diagonal elements of the
density matrix, persists in the long-time regime.

Again, for this noninteracting case the dynamics obtained
from the SSE and master equation are indistinguishable on
the scale of the plot of Fig. 6.*° In the inset of Fig. 6, we
report the difference between the ground-state occupation
probability as calculated from the SSE and from the density-
matrix approach. This difference is, in amplitude, smaller
than 5 X 1073, and by increasing the number of independent
runs, it decreases. To test our numerical code, we have also
compared the numerical solution with the exact dynamics
obtained from the analytical solution of the master equation
(which is feasible because we have only three states). Since
the numerical and analytical solutions are essentially the
same, we do not find necessary to report the analytical solu-
tion here.

We now turn on the particle-particle interaction (64). Fig-
ure 7 reports the time evolution of the occupation number of
the lowest and highest energy levels of the free Hamiltonian
for different strengths of the particle-particle interaction. As
expected, the interaction opens a gap in the occupation num-
bers between the highest and lowest energy levels. Most im-
portantly, we see that for intermediate values of the interac-
tion the steady states calculated with the SSE and the master
equation differ. This difference is not monotonic with the
interaction, and it is state dependent. We see indeed that for
relatively strong interaction g/wy=1, this difference is
smaller than for g/ wy=0.5, so more for the lowest state than
the highest one. This is due to the fact that the middle energy
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FIG. 7. (Color online) Interacting bosons—plot of the dynamics
of the occupation numbers of the lowest and highest energy level,
po and p,, respectively, calculated from SSE (68) (black solid line)
and the master equation for the density matrix (25) (red dashed
line). At each instant of time we have verified that py+p;+p,=1
within the numerical accuracy of our calculation. Panel (a), g/ wq
=0.1: for small interaction the two dynamics show small differ-
ences. Panel (b), gwy=0.5: for intermediate interaction strength the
differences between the two dynamics are a large fraction of the
occupation number. Panel (c): for large interaction g/ wg=1 the dif-
ference between the two dynamics for the lower level decreases. In
this particular case, this is due to the presence of the second energy
level (not shown in the figure) that is little affected by the
interaction.

level (not shown in the figure), which is almost unaffected by
the variation of the interaction strength and whose dynamics
is almost the same for the SSE and the master equation,
“blocks” the transformation of the highest energy level to
low occupation numbers. For very strong interaction g/w
=35 (not shown in the figure), the occupation numbers calcu-
lated via the SSE and the density-matrix approach almost
coincide.

The above example shows that when the bath drives the
system toward a mixed state, also the final states (not just the
dynamics) obtained from the density matrix according to the
master equation [Eq. (25)] and the SSE may be different. In
the particular case considered here, this is due to the fact that
the final state is sensitive to the frequency of the confining
potential (as can be shown with the exact analytical solution
of the noninteracting system). The SSE and the master equa-
tion create different effective interaction potentials that
renormalize the frequency of the confining harmonic poten-
tial. This different renormalization shows up in the different
steady states. This important difference is again due to the
fact that in the master equation the interactions are included
using the average particle density, thus neglecting the true
stochasticity of the Hamiltonian. Small differences in the ef-
fective potential (confining plus interaction) thus result in
macroscopic differences in the steady states. The fact that the
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dynamics of the interacting system described by the master
equation [Eq. (25)] is so sensitive to the interaction potential
and does not reproduce correctly the dynamics and/or the
steady states of the system undermines the applicability of an
equation of motion for the density matrix to the stochastic
extension of TDDFT and TDCDFT.

VII. CONCLUSIONS

In this paper, we have discussed in detail a functional
theory of open quantum systems we have named stochastic
TDCDFT. This theory, based on a theorem we have previ-
ously proved in Ref. 10, extends DFT to the dynamical in-
teraction of quantum systems open to external environments
when the latter satisfy a memoryless dynamics. The starting
point of the theory is a stochastic Schrodinger equation for
the N-particle state vector, which provides a conceptually
transparent way of describing open quantum systems.

We have discussed the mathematical assumptions of the
theory, the numerical solution of the corresponding equations
of motion, and compared it to a possible formulation in terms
of a density-matrix approach based on quantum master equa-
tions. We have shown that due to the dependence of the KS
Hamiltonian on microscopic degrees of freedom and its time
dependence, a density-matrix approach to a stochastic DFT
is not a solid alternative to this problem. In fact, due to these
conditions, there is not necessarily a closed equation of mo-
tion for the density matrix, and if one insists on using a
quantum master equation, the solutions of such an equation
may not be physical for all cases.

As an example of application, we have used the theory to
study the dynamics of a 1D gas of excited bosons confined in
a harmonic potential and in contact with an external bath.
This is a problem previously inaccessible by standard DFT.
Along similar lines, we expect this theory to find application
in a wide range of problems where DFT methods could not
be applied, such as energy transport and dissipation, dephas-
ing induced by an environment, quantum measurement and
quantum information theory, phase transitions driven by dis-
sipative effects, etc.

From here, an interesting (and nontrivial) extension of
stochastic TDCDFT would be to environments with finite
autocorrelation times. This leads to non-Markovian dynam-
ics with memory kernels and more complex stochastic
Schrodinger equations.'*!1? If a similar theorem as that we
have demonstrated here can be proved for these cases as
well, we could study an even larger class of open quantum
system problems, where memory effects induced by finite
bath autocorrelation times are of particular importance.

Another possible extension of the theory would be to in-
vestigate the noise properties of the quantum system. This
would provide even more information on the system dynam-
ics. An extension of S-TDCDFT to this problem seems pos-
sible but not trivial. The reason is because the noise is an
n-time-correlation function (where n indicates the moments
of the observable), and as such it cannot be written simply in
terms of the expectation value of an observable. It is thus not
obvious what is the physical variable conjugated to the noise
of given moment. One could clearly calculate the moments
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of the current using the present form of S-TDCDFT. How
good this approximation is compared to the exact noise (even
if one knows the exact functional of S-TDCDFT) is an issue
that, like other applications of DFT beyond its basic theo-
rems (e.g., the assignment of a physical meaning to the KS
states), must be addressed at an “empirical” level by compar-
ing with experiments or available analytical results.

Finally, another important direction of study would be the
development of functionals in the presence of baths. Clearly,
this cannot be done for arbitrary baths, and specific cases,
such as a bath of harmonic oscillators, would be a good
starting point. It would be interesting to know if an approxi-
mate functional with a clear physical interpretation can be
obtained and how different it is from the functionals in the
absence of bath interaction. Until then, the best we can do is
to apply the available functionals, justify their use on the
basis of the weak interaction between the system and the
environment, and compare the results with available experi-
mental data or analytical results.
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APPENDIX A: ANALYTICAL RESULTS
1. Derivation of Eq. (25)

We want to derive Eq. (25) starting from the equation of
motion for the expectation value of any observable and Eq.
(19) for a Hamiltonian that is not stochastic, namely, it does
not depend on microscopic degrees of freedom. By defini-

tion, given an observable A, its (ensemble-averaged) expec-
tation value is given by

(A)=Tr{pA}. (A1)
By observing that i[A,H] and VIVA+AVV-2V'AV are Her-
mitian operator and that in the Schrodinger picture A does

not depend on time, we can rewrite Eq. (19) (for a nonsto-
chastic Hamiltonian) in the equivalent form,

0= Tr{ |:[?tﬁ(t) —i(p,H)

+ %[ﬁ(z)fﬂ\h VIV - zx?p(t)V*]]A}. (A2)

To arrive at Eq. (A2) we make use of the cyclic property
of the trace to derive that Tr(ﬁ[A,I:I]):—([ﬁ,I:I]A) and
Tt[pV'AV]=TH VpV'A]. From the arbitrariness of A, we ob-
tain that Eq. (25) has to be satisfied.
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2. Expression for the fourth-rank tensor F; ;. ,

In the calculation of the particle-particle contribution to
the dynamics of the interacting Bose gas we encountered the
fourth-rank tensor,

Fijng= 7T_w0 k! f_m dxH (x)H (x)H(x)H ,(x)e™"".

(A3)

The calculation of the integral appearing in this definition
has been performed in Ref. 45. Here, without repeating the
calculation, we report the final expression valid for generic,
positive values of the parameters i,j,k,q. First of all we
notice that F; ., , vanishes every time the sum of the indexes,
M=i+j+k+q,is an odd number. This is due to the symmetry
of each Hermite polynomial appearing in the definition: if M
is odd, the integrand is an odd function in the variable x and
the integral vanishes. For even M we have®
_ 1)\i+j-k-q)/2
Fooo8 D

kg = —
PR wem 24iljlk!q!

F<i+j_k+q+1>l“(i+j+k_q+l>

2 2
i+j—k—q+1
F(’ j—k-q )
2
o i+ j-q-k-1 i+j-qg+k-1
X3F2<_]’_ l,— 2 = 2 )
_i+j+q—k—1. ) (A4)
2 b b

where ,F), is a generalized hypergeometric function and I' is
the standard gamma function.*® Since one of the first two
arguments of the hypergeometric function is a negative inte-
ger, ;I reduces to the sum of a finite number of terms, given
by the minimum between j and i.* Indeed, by definition

[}

JFs(a,b,c;d,e;z) = > a,d, (A5)
n=0
where the coefficients «, are defined recursively by
Quy_ (a+n)(b+n)(c+n) (A6)

a, T (d+n)e+n)

and ap=1. It is clear that, since in Eq. (A4) a and b are
negative integers, the series is truncated at n=min(i,;). Fi-
nally we can prove that the series is not singular since the
fourth and fifth arguments of the function ;F, in Eq. (A4) are
half-integers. Let us consider the fourth argument, (i+j+k
—g—1)/2. We have

i+j+k—-q-1 M 1

=——-qg--. A7
2 2 717 (A7)
We then see that since M is even the number in the rhs of Eq.
(A7) is a half-integer. A similar line of reasoning applies to

the fifth argument.
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